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Conclusion
• Traditional fusion methods do not utilize the information in the CT and lead to overfitting. 

However, combining multimodal fission with multi-task learning significantly improves the 

performance on AutoPET [1]

• The modality-specific tasks must be chosen carefully

• The bottleneck proved to be the best location to share features in all experiments
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Traditional fusion approaches (early, mid-, and late fusion) do not

perform well on multimodal PET/CT data for lesion segmentation since 

CT provides a very weak signal. We propose to combine multimodal

fission* with multi-task learning to extract useful features from the CT 

and boost the segmentation on the AutoPET dataset [1].

Multi-task Settings

3 Weight Sharing Experiments

Results for (v1) – (v4)4 Self-supervision Tasks5

(v3) is consistently best

The bottleneck is the best layer to share
Voxel shuffling is the best task with the least variance
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Comparison to Traditional Fusion Strategies

Qualitative Results

7

8

ealthHelmholtz Information and Data Science School for Health”He

[1] Gatidis, Sergios, et al. "The autoPET challenge: Towards fully automated lesion segmentation in oncologic PET/CT imaging." (2023)

[2] Valindria, Vanya V., et al. "Multi-modal learning from unpaired images: Application to multi-organ segmentation in CT and MRI." WACV (2018) 

[3] Isensee, Fabian, et al. "nnU-Net: a self-configuring method for deep learning-based biomedical image segmentation." Nature methods (2021) 

[4] Weninger, Leon. "Multi-task learning for brain tumor segmentation." BrainLes MICCAI Workshop (2019)

References10

EF: Early Fusion, MF: Mid Fusion, LF: Late Fusion

FPV: False Positive Volume, FNV: False Negative Volume

*Multimodal fission: Fusion followed by factorized or partitioned features.

Comparison


